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Dimension reduction (DR) algorithms

Input: high-dimensional data

Output: low-dimensional data that preserves…

- the graph structure?

- local neighborhoods?

- global structure?

Previous successful DR algorithms: t-SNE, UMAP, Largevis, TriMAP, …

Our new algorithm: PaCMAP



Task: 3d to 2d.

Global structure is important here!





MNIST dataset

(handwritten digit image)



What elements of these algorithms are important?

t-SNE (van der Maaten and Hinton, 2008), UMAP (McInnes et al., 2018), TriMAP (Amid & Warmuth, 

2019)



What we knew before:

Certain properties of the loss function are important:

• Attraction: neighbors should be attracted. But not too close! (Crowding)

• Repulsion: farther points in original space should be far in low-dim space.

【Local Structure!】

But that’s not 

enough…

【Global Structure!】



After a huge amount of experimentation, we found that:

For local structure:

• Certain specific properties of the loss function are important.

For global structure:

• We must have forces on non-neighbors.

• The choice of which graph components to preserve is important.



t-SNE (van der Maaten and Hinton, 2008), UMAP (McInnes et al., 2018), TriMAP (Amid & Warmuth, 

2019)



The “rainbow” plot

Distance to neighbor j
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Triplet i, j (neighbor), k (further)

For local structure:

Certain specific properties of the loss function are important.





Principles for a good loss for DR

1) Monotonicity: pull neighbors closer, push farther points away (go left, go up)

2) Except along the bottom, gradient should go mainly to the left (broadly attract 
neighbors, further points are far enough), sufficient attraction

3) Along bottom, gradient goes mainly up (further point is too close) with large gradient

4) Along vertical axis, small magnitude (neighbor is close enough)

5) Weak pull on far neighbors: gradients should become small as distance to neighbor j 
becomes large
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Too much repulsion Insufficient attraction No gradient on repulsion Insufficient local attraction



After a huge amount of experimentation, we found that:

For local structure:

• Certain specific properties of the loss function are important.

For global structure:

• We must have forces on non-neighbors.

• The choice of which graph components to preserve is important.



For global structure:

• We must have forces on non-neighbors.

• The choice of which graph components to preserve is important.

“near-sighted”



For global structure:

• We must have forces on non-neighbors.

• The choice of which graph components to preserve is important.

Neighbors:

attractive

Mid-near pairs:

mild attractive

Further points:

repulsive

MN: mid-near FP: further point



Neighbors:

attractive

Mid-near pairs:

mild attractive

Further points:

repulsive

The weights change on a schedule:

Period 1: wneighbors is medium, wMN is huge, wFP is medium

Period 2: wneighbors is large, wMN is small, wFP is medium

Period 3: wneighbors is medium, wMN is 0, wFP is medium



SVM accuracy (measures local structure preservation)

Random triplet accuracy (measures global structure preservation)

t-SNE version: opt-SNE (Belkina et al., 2019) built on Multi-core t-SNE (Ulyanov et al., 2016)

(Ran out of memory or time, >24 hrs)







Thanks!
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