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Deep learning for computational engineering

UQSay #54

Input mesh Graph neural network Predict fields and scalars

Example in computational fluid dynamics

https://distill.pub/2021/gnn -intro/
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Deep learning

UQSay #54

Supervised training

ýTraining dataset : ꜠ ╧ȟ╨

ýNeural network ὪẗȠ◌ with parameters◌ᶰᴙ

ýTrain the network by minimizing a loss function

,◌ ÌÏÇὴ╨╧ȟ◌

ýPoint estimate , no predictive uncertainties



This document and the information therein are the property of Safran. They must not be copied or communicated to a third part y without the prior written authorization of Safran

4

C2 - Confidential

Predictive uncertainties

UQSay #54

Neural network :  predictions

Example in computational fluid dynamics

What we need : predictive uncertainties
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Bayesian neural networks

UQSay #54

Bayesian inference

ýThe observations take the form

ώ ὪὼȠ— ‭ȟ ‭Ḑﬞ πȟ„

ýPick a prior distribution ὴ— over the parameters

ýDeduce the posterior distribution using Bayes formula
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Deep bayesian neural networks are challenging

ýPrior distribution over the parameters difficult to choose

ýLarge datasets and possibly high-dimensional inputs/outputs

ýHigh dimensional intractable posterior, possibly multimodal

Exact inference :

Approximate inference :

Bayesian neural networks

UQSay #54
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Sampling methods

ýClassicalMCMC (HMC, NUTS, MALA, ê)

ýStochasticgradient MCMC (SGLD, SGHMC, ê)

Variational methods

ýClassicalVI (MFV, BBB, ê)

ýStein variational gradient descent

ýMonte Carlo dropout

Gaussian approximations

ýLaplace (diagonal or kronecker factorization matrix)

ýStochasticweight averaging Gaussian(SWAG)

Approximate inference

UQSay #54
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ýWhich methods generate valid confidence intervals ? 

ýWhich methods provide the best approximations to the target posterior ?

ýDo we really need a good approximation in the high -dimensional weight space?

ýSensitivity with respect to hyperparameters ? 

ýAre there any similarities between some algorithms ?

Approximate inference

UQSay #54
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Approximation methods

ýHamiltonian Monte Carlo 

ýStochasticgradient MCMC 

ýMC dropout

ýDeep ensembles

ýLaplace approximation, SWAG

Evaluation metrics

ýCoverageprobabilities

ýPrediction accuracy

ýDistances between probability distributions

Experiments

ý4 synthetic regression problems

ýMLP networks 

Benchmark setup

UQSay #54
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Approximation methods

UQSay #54
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Hamiltonian Monte Carlo

ýUsed as a reference

ý3 chains, 200 iterations and 10,000 leapfrog steps

ýStep size chosen to get appropriate accept rates

ýRequiresthe full gradient of the log -posterior

ýHMC for BNNs studied by Izmaloiv et al., What are Bayesian neural network posteriors really like?

Stochastic gradient MCMC

ýMetropolis -Hastings correction step omitted

ýStochasticgradient (mini batched)

ýComputationally more efficient but introduces asymptotic bias

ý9 variants are considered

Markov Chain Monte Carlo methods

UQSay #54
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Stochastic differential equation [Ma et al. 2015, Nemeth et al. 2020]

Energy function

Stochastic gradient MCMC

UQSay #54
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Euler explicit scheme and mini -batched gradients

Stochastic gradient MCMC

UQSay #54 Nemeth et al. 2020
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Vanilla SGMCMC

ýSGLD [Welling & The, 2011]

ýSGHMC [Chen et al, 2014]

Stochastic gradient MCMC

UQSay #54
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Vanilla SGMCMC

ýSGLD [Welling & The, 2011]

ýSGHMC [Chen et al, 2014]

Variance reduction

ýSGLD-CV [Baker et al, 2019]

ýSGHMC-CV

Updated variance reduction

ýSGLD-SVRG [Dubey et al, 2016]

ýSGHMC-SVRG

With preconditioning

ýpSGLD[Li et al, 2016]

Cyclical scheduler

ýC-SGHMC [Zhang et al, 2019]

ýC-SGLD

Stochastic gradient MCMC

UQSay #54
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Monte Carlo dropout [Gal et al., 2016]

ýTrain a neural network with dropout layers

ýOutput features of each layer are randomly dropped

ýKeep dropout enabled during predictions

Deep ensembles [Lakshminarayananet al., 2017]

ýTrain ὔnetworks independently

ýRandom initializations

ýAggregate the predictions

MC Dropout and deep ensembles

UQSay #54
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Laplace approximation (LA -KFAC)

ýLaplace approximation of the posterior

ýCompute a MAP estimate by training the network

ýKronecker factored log likelihood Hessianapproximation

Stochastic Weight Averaging Gaussian (SWAG)

ýCompute a MAP estimate by training the network

ýRun SGD with a high step size and collect values of the 
parameters

ýConstruct a Gaussianapproximation to the posterior

Gaussian approximations

UQSay #54

Maddox et al., 2019


