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A recent example of simultaneous occurrence of extremes

“Very complicated” weather conditions
For the first time since Tuesday, the situation is "extremely unfavorable" this
Sunday evening, say the firefighters. They are worried about

- the 44◦C expected on Monday

- combined with very low humidity in the air (10% hygrometry)

- winds of up to 60 km/h which could prevent bomber planes from flying

- Especially since this wind is turning

source : https ://www.francebleu.fr/infos/
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Bordeaux (July 2022) source : donneespubliques.meteofrance.fr

Temperature Humidity

Changes wind direction Wind Speed
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Extreme value theory

Whatever the domain of application is, Extreme value theory is concerned with what
happens in the tail of a probability distribution.

It is motivated by this analysis of univariate, multivariate, temporal, spatial, and
spatio-temporal datasets.

Understanding extreme features implies margins + dependence modelling

The questions are

How much extremes are dependent?

How to measure and represent the tail dependence?
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Domain of attraction

Assumption

For j = 1, . . . ,m, let X(j) = (X
(j)
1 , ...X

(j)
d ) be i.i.d. copies of X = (X1, . . . ,Xd) a rv ∼ F .

One assumes that there exist Rd -sequences a(m) and b(m), where a
(m)
i > 0 for all

i = 1, . . . , d and a d.f. G with nondegenerate margins such that, as m tends to infinity,

P
((

max
j=1,...,m

X(j) − b(m)

)
/a(m) ≤ x

)
= Fm

(
a(m)x + b(m)

)
−−−−→
m→∞

G(x) .

Then G is called a multivariate extreme value (MEV) distribution.

Its univariate margins G1, . . . ,Gd are generalized extreme value distributions

GEV (x) = exp

{
−
(
1 + ξ

x − µ
σ

)
+

}
and G has several possible representations.

We say that F (or X) is in the domain of attraction of G , F ∈ DA(G).
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Representations of multivariate extreme value (MEV) distributions

In terms of the exponent measure µ? homogeneous of order −1

G(x) = exp (−µ? ([0,∞] \ [0, (−1/ lnG1(x1)), . . . ,−1/ lnGd(xd))]))

In terms of the spectral measure H on S+
1 s.t.

∫
S+1

wiH(dw) = 1 (i = 1, . . . , d)

G(x) = exp

(∫
S+1

min
i=1,...,d

{wi lnGi (xi )}H(dw)

)

Balkema and Resnick (1977) Max-Infinite divisibility

de Haan and Resnick (1977) Limit theory for multivariate sample extremes

Resnick (1987) Extreme Values, Regular Variation and Point Processes

Beirlant, Goegebeur, Teugels and Segers (2004) Statistics of Extremes

Fougères (2004) Multivariate extremes (chapter 7)
in Extreme Values in Finance, Telecommunications and the Environment.

de Haan and Ferreira (2006) Extreme Value Theory
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Representations of multivariate extreme value (MEV) distributions (continuation)

In terms of the stable tail dependence function (stdf) `

G(x) = exp (−` (− lnG1(x1), . . . ,− lnGd(xd)))

`(x) =

∫
S+1

max
i=1,...,d

{wixi}H(dw) x ∈ [0,∞]

homogeneous of order 1 ; equals 1 at the unit vectors ; and fully d-max decreasing.

Ressel (2013) Homogeneous distributions – And a spectral representation of
classical mean values and stable tail dependence functions

Ressel (2022) Stable tail dependence functions – some basic properties

The link between the stable tail dependence function ` and the original distribution
functions F ,F1, . . . ,Fd is given under the assumption F ∈ DA(G):

For x such that 1− Fi (xi ) is small

F (x)≈ exp (−` (− lnF1(x1), . . . ,− lnFd(xd)))
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Well-known measures for tail dependence

Assume that M = (M1, . . . ,Md) has a MEV distribution G with Fréchet margins
and stdf `. Then, for any subset I from {1, ..., d}, define

P(Mi ≤ x) = exp(−1/x)

P(max
i∈I

Mi < x) = P(Mi < x)θI .

The parameter θI is the extremal coefficient associated with I . It satisfies 1 ≤ θI ≤ |I |
where stronger dependence corresponds to smaller extremal coefficients. Equivalently,

θI = `(1I , 0I c ) =

∫
S+1

max
i∈I
{wi}H(dw) .

Furthermore, when X ∼ F ∈ DA(G), and p such that 1− p is small

P(Xi ≤ F−1
i (p), ∀i ∈ I )' pθI .

Tiago de Oliviera (1962/63) Structure theory of bivariate extremes, extensions

Smith (1990) Max-stable processes and spatial extremes

Schlather and Tawn (2002) Inequalities for the Extremal Coefficients of MEVD

Ferreira and Ferreira (2018) Multidimensional extremal dependence coefficients
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Well-known measures for tail dependence (continuation)

Assume n observations of X = (X1, . . . ,Xd) ∈ DA(G) denoted X(1), . . . ,X(n)

and let k = k(n) be an intermediate sequence. The empirical estimate of ` is

ˆ̀
k,n(x) =

1
k

n∑
i=1

1{
X

(i)
1 ≥X

(i)
1,n−[kx1 ]+1,n or ... or X

(i)
d
≥X

(i)
d,n−[kxd ]+1,n

}

Under suitable conditions, it can be shown the following asymptotic expansion

ˆ̀
k,n(x) = `(x) +

α(n/k)M(x)√
k

+
Z`(x)√

k

where Z` is a continuous centered Gaussian process (its covariance expression is
known via `), α is a function that tends to 0 at infinity, and M is a continuous
function.
Consequently, one can define θ̂I = ˆ̀

k,n(1I , 0I c ) and derive confidence interval for qθI
using previous asymptotic normality and delta method.

Huang (1992) Statistics of bivariate extreme values

Fougères, de Haan, Mercadier (2015) Bias correction in multivariate extremes
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Well-known measures for tail dependence (continuation)... at work !

Estimation of pθ{1,...,7} , for 2 disctincts models, p given on x−axis.

Values : n = 1000, b = 0.2× n, k = n × 5/100, kb = b × 5/100, |I | = d = 7
In black, the true value.
In blue, the estimations p ˆ̀

k,n(1).
In gray, the confidence intervals obtained by subsampling.
In purple, complete tail independence/complete tail dependence (false assumptions).

F = MEVD+margins transformation F ∈ DA(MEVD)
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Construction of a graph of tail dependence

Consider again the MEVD G already used in the simulation.
Below, representation of theoretical values as a graph.

i ↔ j i ↔ j i ↔ j
2− θ{ij}

∑
I ,I⊇{ij} |I | − θI

∑
I ,I⊇{ij}(|I | − θI )/|I |

Extremal coefficients are not what we need!
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The Hoeffding–Sobol decomposition

The Hoeffding–Sobol decomposition of a square integrable function f : [0, 1]d → R is
an expansion with terms of increasing complexity

f (u1, . . . , ud) = f∅ +
d∑

i=1

fi (ui ) +
∑
i<j

fij(ui , uj) + · · ·+ f1...d(u1, . . . , ud)

where, for each I ⊆ {1, . . . , d}, the sub-function

fI is defined on [0, 1]|I |

fI is centered
∫
fI ⊗i∈I dµi = 0

fI and fI ′ are orthogonal as soon as I 6= I ′
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Main references

Hoeffding (1948) A class of statistics with asymptotically normal distribution. Ann.
Math. Statist., 19, 293–325.

Efron and Stein (1981) The Jackknife Estimate of Variance.
Ann. Statist., 9 :3, 586–596.

M. Sobol (1993) Sensitivity estimates for nonlinear mathematical models.
Math. Modeling Comput. Exp., 1, 407–414.

A. W. van der Vaart (1998) Asymptotic Statistics. Cambridge Univ. Press.

G. Chastaing, F. Gamboa & C. Prieur (2012) Generalized Hoeffding–Sobol
decomposition for dependent variables : Application to sensitivity analysis. Electron.
J. Statist., 6, 2420–2448.
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Stochastic view of the Hoeffding–Sobol decomposition

Let U = (U1, . . . ,Ud) be a random vector with

support [0, 1]d

independent margins

Its distribution is denoted by µ = µ1 ⊗ · · · ⊗ µd .

Existence by recursive construction

f∅ = E[f (U)] the mean of the response

the expectation refers to dµ

fi (ui ) = E[f (U)|Ui = ui ]− f∅ the main effect of component {i}

the expectation is with respect to ⊗k 6=idµk
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Stochastic view of the Hoeffding–Sobol decomposition (continuation)

fij(ui , uj) = E[f (U)|Ui = ui ,Uj = uj ]− fi (ui )− fj(uj)− f∅ the second-order
interaction from the pair of components {i , j}

the expectation is associated to ⊗k 6=i,jdµk ;

and so on for the third-order, and higher-order interactions. . .

So that, the terms in the Hoeffding–Sobol decomposition of f are then

fI (uI ) = E[f (U)|UI = uI ]−
∑
I ′(I

fI ′(uI ′)

where uI concatenates the components of u whose indices are in I .
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Stochastic view of the Hoeffding–Sobol decomposition (continuation)

Efron and Stein (1981)

The decomposition of the variable f (U1, . . . ,Ud) is such that

f (U1, . . . ,Ud) = f∅ +
∑

i fi (Ui ) +
∑

i<j fi (Ui ,Uj) + . . .+ f1,...,d(U1, . . . ,Ud)

where all the 2d − 1 variables on the right side above

have mean zero and

are mutually uncorrelated.

The decomposition is unique in the sense that once given the following property
“For non-empty subset of indices I ⊆ {1, . . . , d}, one has in addition

E[fI (UI )|UI ′ ] = 0 when I ′ ( I . ”

then the terms constant, of first effects, and so on, must be given by the recursive
construction.
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Functional decomposition of the variance

The Hoeffding–Sobol decomposition is orthogonal and corresponds to a variance
decomposition, viz.

var[f (U)] = E[{f (U)− `∅}2] =
∑

I⊆{1,...,d}

E[f 2
I (UI )] =

∑
I⊆{1,...,d}

var[fI (UI )]

This can be written in abbreviated form as

D(f ) =
∑

I⊆{1,...,d}

DI (f )

where

D(f ) denotes the global variance

DI (f ) is the variance associated to the term fI
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Superset combination of variances

One combination of such variances is of prime interest.

Superset importance coefficients

The superset importance coefficients associated with subset I is the sum of all variances
of terms that contain I

Υ2
I (f ) =

∑
J⊇I

DJ(f )

The focus will be on pairwise quantities. For the pair {i , j} with i 6= j , set

Υ2
{i,j}(f ) =

∑
J⊇{i,j}

DJ(f )

The latter has the integral representation
1
4

∫
[0,1]d+2

{
f (x)− Ti [f ](x, u)− Tj [f ](x, v) + Ti,j [f ](x, u, v)

}2
dµ(x)dµi (u)dµj (v),

where Ti [f ](x, u) = f (x + (u − xi )ei ) and Ti,j [f ](x, u, v) = f (x + (u − xi )ei + (v − xj )ej )
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One can refer to

R. Liu and A. B. Owen (2006) Estimating mean dimensionality of analysis of
variance decompositions. J. Amer. Statist. Assoc., 101, 712–721.

J. Fruth, O. Roustant, and S. Kuhnt (2014) Total interaction index : A
variance-based sensitivity index for interaction screening.
J. Statist. Plann. Inf., 147, 212–223.

The FANOVA graph

It is a valued graph derived from the superset importance coefficients, where

• the vertices are the input variables ;

• an edge exists iff the superset importance coefficient is strictly positive ;

• the edge’s weight is the value of the superset importance coefficient.

J. Fruth (2015). Sensitivity analysis and graph-based methods for black-box
functions with an application to sheet metal forming. (PhD Thesis).
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Definition of the tail dependograph (Mercadier and Roustant, 2019)

The existence of a domain of attraction G is equivalent to the existence of a non
degenerate limit ` = `(X1,...,Xd ) satisfying

`(x) = lim
λ→∞

λP {1− F1(X1) ≤ x1/λ or . . . or 1− Fd(Xd) ≤ xd/λ}

equivalently written as

`(x) = lim
λ→∞

λ
{
1− F [F−1

1 (1− x1/λ), . . . ,F−1
d (1− xd/λ)]

}
The tail dependograph

The tail dependograph is a FANOVA graph applied to the stable tail dependence
function

f = `(X1,...,Xd )
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Properties of the tail dependograph (Mercadier and Roustant, 2019)

Fact 1 The role of the tail dependograph is to represent the structure of the tail
dependence between variables with non-oriented graphs of asymptotic
dependence.

Fact 2 Tail independence from the tail dependograph is concordant with the
intuitive meaning : Let A,B,C a partition of {1, . . . , d}, then XA and XB are
asymptotically independent if

`(u) = `(uA, 0, uC ) + `(0, uB , uC ) ∀u = (uA, uB , uC ) .

No edge of the tail dependograph goes from any vertex in A to any vertex in B.

Fact 3 Non parametric inference leads to ranked-based estimators of the tail
superset indices.

Fact 4 Asymptotic normality under standard second order condition.
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Properties of the tail dependograph (check Fact 2) (Mercadier and Roustant, 2019)

Assume first that `(u) = `(uA, 0B) + `(0A, uB).
Set f (uA) = `(uA, 0B) and g(uB) = `(0A, uB).
The functions f and g admit the Hoeffing–Sobol decomposition f (uA) =

∑
I⊆A fI (uI )

and g(uB) =
∑

I⊆B gI (uI ) so that, from the uniqueness of the decomposition,

`(u) =
∑

I⊆{1,...,d}

`I (uI )

with `I = fI if I ⊆ A, `I = gI if I ⊆ B and `I ≡ 0 if I ∩ A 6= ∅ and I ∩ B 6= ∅. It yields

Υ2
{i,j}(`) =


Υ2
{i,j}(f ) if {i , j} ⊆ A

Υ2
{i,j}(g) if {i , j} ⊆ B

0 if (i , j) ∈ A× B or (i , j) ∈ B × A .

No edge goes from any vertex in A to any vertex in B.
Now, assume that Υ2

{i,j}(`) = 0 for all i ∈ A and j ∈ B. Then, since it is a sum of
positive terms, all terms vanish : DK = 0 and `K ≡ 0 ∀K that contains {i , j}. Thus
`(u) = f (uA) + g(uB). In particular `(uA, 0B) = f (uA) + g(0B) and
`(0A, uB) = f (0A) + g(uB). By adding these terms, we obtain

`(uA, 0B) + `(0A, uB) = f (uA) + g(0B) + f (0A) + g(uB) = `(u) + `(0) = `(u) .
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Properties of the tail dependograph (check Fact 3) (Mercadier and Roustant, 2019)

Tensor-product function Lemma

If f (u) =
∏d

t=1 ft(ut) then Υ2
I (f ) =

∏
t∈I var(ft(Ut))

∏
t /∈I E[f 2

t (Ut)].

Expanding the product f (u) =
∏d

t=1{(ft(ut)−mt) + mt} =
∑

I⊆{1,...,d} fI (uI ) with

fI (uI ) =
∏
t∈I

{ft(ut)−mt}
∏
t /∈I

mt

conclusion follows E[fI (uI )|uJ ] = 0 ∀J ( I + unicity of the decomposition.

f
super
I

(u) =
∏
t∈I

(ft (ut ) − mt )


∑
J⊇I

∏
t∈J\I

(ft (ut ) − mt )
∏
t/∈J

mt


=

∏
t∈I

(ft (ut ) − mt )


∑

K⊆{1,...,d}\I

∏
t∈K

(ft (ut ) − mt )
∏
t/∈K

mt


=

∏
t∈I

(ft (ut ) − mt )
∏
t/∈I

ft (ut ).

Υ2
I (f ) = E[f super

I (U)2]
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Properties of the tail dependograph (check Fact 3) (Mercadier and Roustant, 2019)

Let k = k(n) be an intermediate sequence. Recall that

ˆ̀
k,n(x) =

1
k

n∑
i=1

1{
X

(i)
1 ≥X

(i)
1,n−[kx1 ]+1,n or ... or X

(i)
d
≥X

(i)
d,n−[kxd ]+1,n

}

=
1
k

n∑
i=1

1{
x1≥R̃

(i)
1 or ... or xd≥R̃

(i)
d

}

in terms of R̃(i)
t := (n−R

(i)
t + 1)/k where R

(i)
t is the rank of X (i)

t among X
(1)
t , . . . ,X

(n)
t .

One can also write

ˆ̀
k,n(x) =

1
k

n∑
i=1

(
1−

d∏
t=1

1{xt<R̃
(i)
t }

)

+ Tensor-product lemma ⇒ The pairwise tsic have rank-based expressions

Υ2
i,j(ˆ̀

k,n) =
1
k2

n∑
s=1

n∑
s′=1

 ∏
t∈{i,j}

(
R̄

(s)
t ∧ R̄

(s′)
t − R̄

(s)
t R̄

(s′))
t

) ∏
t /∈{i,j}

R̄
(s)
t ∧ R̄

(s′)
t


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Properties of the tail dependograph (check Fact 1) (Mercadier and Roustant, 2019)

Rank-based estimate of the tail dependograph at work!
X = (X1, . . . ,X7) ∼ F
such that its distribution F is in the domain of attraction of G with

`(x1, . . . , x7) = `12(x1, x2) + `23(x2, x3) + `34(x3, x4) + `567(x5, x6, x7)

Theoretical Empirical with n = 1000
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Properties for stable tail dependence functions (Mercadier and Ressel, 2021)

Choquet representation of the HS decomposition of stdf

The Sobol effects and associated variances of stable tail dependence function are
expressed on S+

∨ × [0, 1] as integrals of rank-one functions.

Set C = {w ∈ [0, 1]d ,maxw = 1}. Change to the L∞−norm allows to write

`(x) = `(1)

∫
C

max(x · w)dν(w) = `(1)

∫
C

∫ 1

0
ds1s<max(x·w)dν(w)

= `(1)

∫
C

dν(w)

∫ 1

0
ds(1− 1s≥x·w) = `(1)− `(1)

∫
C

dν(w)

∫ 1

0
ds1s≥x·w

The equality ∑
v⊆u

`v (x) =

∫
[0,1]−u

`(x)dλ−u(x)
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Properties for stable tail dependence functions (Mercadier and Ressel, 2021)

combined with the Fubini-Tonelli theorem yields and after simplification

Υ2
u = `(1)2

∫
C

dν(w)

∫
C

dν(v)

∫ 1

0
ds

∫ 1

0
dt
∏
i 6∈u

Ki (s, t)
∏
i∈u

(Ki (s, t)− ki (s)ki (t)) .

Recall that
Υ2

u = 2−|u|
∫
[0,1]d+|u|

(Dxu
zu `(·, z−u))2dxudz

Set

AME :=
1
n

n∑
i=1

| ˆΥ2
u(`)−Υ2

u(`)|

The AME for the estimation of Υ2
u(`) when `(x) = max(x) :

d = 5 d = 10
u = {1, 2} u = {1, . . . , d} u = {1, 2} u = {1, . . . , d}

N = 1000 12.15× 10−5 79.41× 10−5 31.18× 10−6 159× 10−10

N = 1000 7.15× 10−5 0.40× 10−5 14.71× 10−6 24.39× 10−10

N = 10, 000 5.43× 10−5 0.26× 10−5 12.07× 10−6 −
N = 10, 000 1.99× 10−5 0.11× 10−5 3.68× 10−6 7.53× 10−10
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Properties for stable tail dependence functions (Mercadier and Ressel, 2021)

Upper bound for the superset importance coefficients of stdf

Let ` be a d-variate stable tail dependence function.
Then,

Υ2
I (`) ≤ Υ2

I (`∨,I )← known

for any non-empty I ⊆ {1, . . . , d} where `∨,I (xI ) = maxi∈I xi .

If ` is a d-variate stdf with equality Υ2
u(`) = Υ2

u(`∨,u) for a given ∅ 6= u ⊆ {1, . . . , d},
then its projection on the variables xu is equal to

`(xu, 0−u) = `∨,u(xu) = max
i∈u

xi

Proof based on
− a generalization of Hölder’s inequality
− tricky justification from multivariate monotonicity
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A test function (Mercadier and Ressel, 2021)

Example with `∨(x) = maxi=1,...,d xi

Sobol effect `∨,∅ =
d

d + 1

Sobol effects `∨,I (x) = −
∫ 1

0

∏
i∈I

(1s≥xi − s)sd−|I |ds

Global variance of `∨ σ2 =
d

(d + 1)2(d + 2)

Individual variance of `∨ σ2
I =

2(2d − |I |+ 1)!|I |!
(d + 1)(2d + 2)!

Superset coefficients of `∨ Υ2
I =

2d!|I |!
(d + |I |+ 2)!

Superset pairwise coefficients of `∨ Υ2
{i,j} =

4
(d + 1)(d + 2)(d + 3)(d + 4)
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Projections

Let T be a random variable and{Z ,Z ∈ F} a set of random variables, all defined on
the same probability space, with a second order moment.

Definition
The projection PFT of T on F is the argmin on F of E[(T − Z)2].

Theorem
Let F a linear space of squared integrable variables.
PFT is the projection of T on F if and only if

• PFT ∈ F

• and its error T − PFT is orthogonal to F : E[(T − PFT )Z ] = 0 for all Z ∈ F .

Furthermore, PFT is almost surely unique.
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Projections: examples

I F = [1]

leads to the mathematical expectation E[T ]

I F = [g1(X1), g1 measurable and E[g1(X1)2] <∞]

. . . the conditional expectation E[T |X1]

I F = [g1(X1), . . . , gd(Xd), gi measurable and E[gi (Xi )
2] <∞]

with independent Xi

leads to
∑d

i=1 E[T |Xi ]− (d − 1)E[T ] also called Hájek Projection

I F = [gA(Xi , i ∈ A) ∀A ⊆ {1, . . . , d}, s. t. gA measurables and E[gA(XA)2] <∞]

with independent Xi

one obtains the Hoeffding decomposition ; in particuliar the part associated to
the subset A is given by ∑

B⊆A

(−1)|A|−|B|E[T |(Xi , i ∈ B)]

Van der Vaart (1996) Comments at the end of Chapter 11 Projections
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The Möbius decomposition

Deheuvels (1981) An Asymptotic Decomposition for Multivariate Distribution-Free
Tests of Independence.

focuses on independence test

(H0)C(u1, . . . , ud) = u1 . . . ud against (H1)C(u1, . . . , ud) 6= u1 . . . ud

From Theorem 2 (Deheuvels, 1981)

Let Cn stand for the empirical copula estimate of C . Set

∆n,ij = Cn(u{ij}, 1−{ij})− uiuj

and
∆n,A = Cn(u{A}, 1−A)−

∑
i∈A

ui∆n,A\{i}

Then the empirical processes {
√
n∆n,A}A,|A|≥2 converge jointly under (H0) to

independent centered Gaussian processes whose covariances are characterized.
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The Möbius decomposition (continuation)

Let v ⊆ {1, . . . , d} and x = (x1, . . . , xd) ∈ [0, 1]d .
Set xv,1 = (t1, . . . , td) where ti = xi if i ∈ v and ti = 1 otherwise.

The Möbius decomposition of a copula C can be written as

C(x) = Π(x) +
∑

u⊆{1,...,d},|u|≥2

Mu(C)(x)×
∏
k /∈u

xk ,

with
Mu(C)(x) =

∑
v⊆u

(−1)|u\v|C(xv,1)×
∏

k∈u\v

xk .

Note thatMu(C) = 1 whenever |u| = 0 andMu(C) = 0 if |u| = 1.

The first formula can also be written as

C(x) =
∑

u⊆{1,...,d}

Cu(x) .
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The Möbius decomposition (continuation)

Ghoudi, Kulperger et Rémillard (2001)
A Nonparametric Test of Serial Independence for Time Series and Residuals.
Proposition 2.1 characterizes C = Π withMu(C) = 0 for any u 6= ∅.

Genest and Rémillard (2004)
Test of independence and randomness based on the empirical copula process.
Rewriting and generalization of Deheuvels (1981) to serial dependence.

Kojadinovic and Holmes (2009)
Tests of independence among continuous random vectors based on Cramér–von
Mises functionals of the empirical copula process.
Generalization to independence by blocks.

Cécile Mercadier UQSay #51 17 novembre 2022 40 / 46



...

Kuo et al. (2010) On Decompositions of multivariate functions.
Focus is done on decompositions of the form

f =
∑

u⊆{1,...,d}

fu

where fu only depends on the subset of variables {xj : j ∈ u}.

Let (Pj)j=1,...,d be a commuting family of linear idempotent maps ac-
ting on F the linear space of functions f defined on [0, 1]d .

Assumptions of Kuo et al. (2010) :
For any f ∈ F and j ∈ {1, . . . , d}, one assumes that

Pj(f ) ∈ F−j subspace of F with functions not depending on xj

and if f ∈ F−j ⇒ Pj(f ) = f
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...

Theorem 2.1 (Kuo et al., 2010)

For any function f ∈ F and any subset u ⊆ {1, . . . , d}, let define

fu =

(∏
j∈u

(I − Pj)

)
P{1,...,d}\u(f ) .

Then
f =

∑
u⊆{1,...,d}

fu

and fu only depends on variables which component indices are in u.

Moreover, this decomposition has three equivalent expressions.
As above, as well as following :

• g0 = P{1,...,d}(f ) and gu = P{1,...,d}\u(f )−
∑
v(u

gv then fu = gu

• hu =
∑

v⊆u(−1)|u|−|v|P{1,...,d}\v (f ) then fu = hu

. . .
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Which maps for the decomposition under study

Hoeffding-Sobol is a particular case of Kuo et al. (2010) for

Pj(f )(x) =

∫ 1

0
f (x1, . . . , xj−1, z , xj+1, . . . , xd)dz

whereas in the context of Möbius, one has

Pj(f )(x) = f (x{j}, 1−{j})× f (x−{j}, 1{j})

that does not verify the assumptions of Kuo et al. (2010).
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Good news! (Mercadier, Roustant and Genest, 2022)

Both are particular cases of a common context

Proposition 1

Allowing any term to be dependent of any variable, the generalization is obtained

• without the linear assumption on Pj

and

Proposition 2

Allowing any term to be dependent of any variable, the generalization is obtained

• without the linear assumption on Pj

• without the idempotent assumption on Pj

However, the maps Pj still need to commute.
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Summary (Mercadier, Roustant and Genest, 2022)

Hoeffding-Sobol and Möbius both decompose a function of several variables as a
sum of terms with increasing complexity.

Both are obtained as particular cases of a generalization of Kuo et al. (2010).

In the Hoeffding-Sobol decomposition, the map Pu neutralizes the effect of the
variables in u, average with respect to any of them.

In the Möbius decomposition, the map Pu erases the stochastic dependence
between variables that are in u from those out from u.

An advantage of Hoeffding-Sobol is to lead to orthogonal terms, allowing the
decomposition of the variance.

Möbius takes another advantage. Its terms are very easy to compute, as
combination of several evaluations.
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1) General Conclusion

2) Thank you for your attention!
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