
Encoding the latent posterior of Bayesian neural networks for Uncertainty Quantification

Encoding the latent posterior of Bayesian neural
networks for Uncertainty Quantification

Gianni FRANCHI

U2IS, ENSTA Paris

Presentation 2021
16/12/2021

1 / 42



Encoding the latent posterior of Bayesian neural networks for Uncertainty Quantification

Plan

1 Context

2 Uncertainty and Deep learning

3 Uncertainty backgrounds

4 Bayesian Deep Neural Network and ensembling

5 MC dropout

6 Deep ensembles

7 BatchEnsemble

8 LP-BNN

9 Experiments

10 Bibliography

2 / 42



Encoding the latent posterior of Bayesian neural networks for Uncertainty Quantification
Context

What is uncertainty in machine/deep learning

We make observations using the sensors in the world (e.g. camera)
Based on the observations, we intend to learn a model that makes
decisions
Given the same observations, the decision should be the same

However,
The world changes, observations change, our sensors change, the
output should not change!
We would like to know how confident we can be about the decisions
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Context

Why Uncertainty is important?

Figure: Confidence histograms (top) and reliability diagrams(bottom) for a
5-layer LeNet (left) and a 110-layer ResNet (right)on CIFAR-100. [1]
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Context

Why Uncertainty is important?

Imagine an autonomous car with a perception system based on Deep
learning without Uncertainty:
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Context

Why Uncertainty is important?

Imagine a medical diagnostics based on Deep learning without
Uncertainty:
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Context

Why Uncertainty is important?

We build models for predictions, can
we trust them? Are they certain?
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Uncertainty backgrounds

Aleatoric uncertainty

Aleatoric uncertainty can further be categorized into homoscedastic and
heteroscedastic uncertainties:

Homoscedastic uncertainty relates to the uncertainty that a
particular task might cause. It stays constant for different inputs.
Heteroscedastic uncertainty depends on the inputs to the model,
with some inputs potentially having more noisy outputs than others.
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Uncertainty backgrounds

Types of Uncertainty: Case 11

Let us consider a neural network model trained with several pictures of
dogs. We ask the model to decide on a dog using a photo of a cat. What
would you want the model to do?

1Credits: Gille Louppe
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